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This is a continuation of a previous study reported

as RR-80-4, "Estimation of the Operating Characteristics

When the Test Information of the Old Test Is Not Constant II:

Simple Sum Procedure of the Conditional P.D.F. Approach/Normal

Approach Method Using Three Subtests of the Old Test". In

that study, a new method of estimating the operating characteristics

of discrete item responses based upon an Old Test, which has

a non-constant test information function, was tested upon each

of two subtests of the original Old Test, Subtests 1 and 2. The

results turned out to be quite successful.

In the present study, Subtest 3, which contains as small

a number of test items as fifteen, was used as the Old Test.

Unlike the previous study, we have an additional challenge

of handling negative and positive infinities of the maximum

likelihood estimate obtained upon Subtest 3.
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I Introduction

This is a continuation of one of the previous studies, which

wvs published as Office of Naval Research Report 80-4, (Samejima,

RR-80-4), under the same title. In the previous report, two subtests

of the original Old Test, i.e., Subtest 1 and Subtest 2, were used,

separately, in place of the Old Test, and the estimation of the

operating characteristics of the discrete responses was experimented

upon each of the two subtests. The main features of this new method

are: 1) the number of test items us'd as the basis for the estimation

is less than that of the original Old Test, i.e., twenty-five in each

zubtest against thirty-five of the original Old Testt and, consoquently,

the amount of test information is less than that of the original Old

Test; 2) unlike the original Old Test, the test information function of

each subtest is not constant for the interval of ability of our

interest, and, therefore, we need the transformed ability in addition

to the original ability dimension, so that the resultant test

information for the new ability scale be constant; and 3) in bu doing,

the method of moments for fitting polynomials, which turned out to be

the least squares solution (Samejima and Livingston, RR-79-2),

is effectively adopted. Out of many combinations of a method and an

approach for estimating the operating characteristics of the discrete

respon~es (Samejima, 1977, RR-77-1, RR-78-1, RR-78-2, RR-78-3, RR-78-4,

RR-78-5, RR-78-6), the combination of the Simple Sum Procedure of the

Condizional P.D.F. Approach and the Normal Approach Method was selected for

the experimentation. We use the same group of five hundred hypothetical

V
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examinees, whose ability levels are one hundred equally spaced

positions starting from -2.475 and ending with 2.475 on the

ability dimension with five examinees placed at each position;

thus they represent the uniform distribution of ability for the

interval, (-2.5, 2.5) .

In the present study, the third subtest, Subtest 3, is used

in place of the original Old Test. The number of test items is even

less than those of Subtestsl and 2, i.e., fifteen aginst twenty-five.

Another big difference is that for Subtest 3 the amount of test

information is much smaller around the two endpoints of the ability

interval, (-2.5, 2.5) , and, consequently, the maximum likelihood

estimate of ability turned out to be either negative or positive

infinity for some hypothetical examinees. For this reason, some

adjustment had to be made, and we chose to use a modified maximum

likelihood estimate, which was introduced in a previous study

(Samejima, RR-81-1).

I
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II Rationale behind the Modified Maximum Likelihood Estimate T*

Let 0 be ability, or latent trait, which assumes any real

number, such that

(2.1) - e < 8 <

Let g (=l,2,...,n) denote an item, and x (-0,l,2,...,m ) be a
g g

graded item response to item g . The operating characteristic,

P (6) , of the graded item response, or item score, x is definedx 9
9

as the conditional probability, given ability e , with which the

examinee obtains the item score x for item g • In the normal ogiveg

model, this operatiu, =haracteristic is defined by

9e-bx 2

(2.2) Px (e) - (2v)"1/2e-U2/2 du
8-bx +)

g

where a (> 0) is the item discrimination parameter and b isg x
g

the item response difficulty parameter which satisfies

(2.3) - b b1 <b b2 < ..... < b < b m +

Table 2-1 presents the item discrimination parameter, a
g

and the item response difficulty parameters, b , for xg 1 and
x

g
x = 2 , for each of the thirty-five test items of the Old Test.g

In the same table, also presented are crosses indicating the

items i.)cluded in each of the three subtests, i.e., Subtests 1, 2

I, m
--.--. ~---- -. ~-----~-.-- -~-t- ' I
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TABLE 2-1

Item Discrimination Parameter, a and Item Response
g

Difficulty Parameters, bx , for x - 1 and x - 2

for Each of the Thirty-five Test Items of the Old Test.
Items Included by Subtests 1, 2, and 3 Are Marked by

Crosses, Respectively.

7T
Itm 8 a b1 b2  Subtest 1 Subtest 2 Subtest 3

1 1.8 ! -4.75 -3.75 x

2 1.9 -4.50 -3.50 x
3 2.0 -4.25 -3.21 x
4 1.5 -4.00 -3.00 x
5 1.6 -3.75 -2.75 x
6 1.4 -3.50 -2.50 x x
7 1.9 -3.00 -2.00 x x
8 1.8 -3.00 -2.00 x x
9 1.6 -2.75 -1.75 x x

10 2.0 -2.50 -1.50 x x
11 1.5 -2.25 -1.25 x 2 x
12 1.7 -2.00 -1.00 x x
13 1.5 -1.75 -0.75 x x
14 1.4 -1.50 -0.50 x i
15 2.0 -1.25 -0.25 x
16 1.6 -1.00 0.00 x
17 1.8 -0.75 0.25 x x
18 1.7 -0.50 0.50 xx
19 1.9 -0.25 0.75 x z
20 1.7 0.00 1.00 x x
21 1.5 0.25 1.25 x x
22 1.8 0.50 1.50 x x
23 1.4 0.75 1.75 x x x
24 1.9 1.00 2.00 x x x
25 2.0 1.25 2.25 x x x
26 1.6 1.50 2.50 x x
27 1.7 1.75 2.75 x x
28 1.4 2.00 3.00 x x
29 1.9 2.25 3.25 x X
30 1.6 2.50 3.50 x x
31 1.5 , 2.75 3.75 x
32 1.7 3.00 4.00 x
33 1.8 3.25 4.25 x
34 2.0 3.50 4.50 x
35 1.4 3.75 4.75 x

-- . . . . . . . . .. - - - 4 - -'
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and 3 . We can see in this table that Subtest 3 is a subset of

Subtest 1, as wall as a subset of the original Old Test, with the

exclusion of the five easiest test itms and the five most difficult items.

Let A (e) denote the basic function of the item score xx &

which is defined by

(2.4) A (e) ' ZlogP (e)
xg 

x

The item response information function, Ix (e) , for the item score

R
x is obtained from the basic function, or directly from the operatingg

characteristic. We can write

(2.5) 1x (e) A --- A (e) 2- 1ogP (6)
g g ae

The item information function, I (8) , is defined as the conditional
g

expectation of the response pattern information function, given 6

such that
m9

(2.6) 1 g(e) mE[lx (8)1e]- r I (e) P (8)g ~x-0 Xg x

Let V denote the response pattern, or a vector of n item

scores such that

(2.7) V, - (xI, x2 , ... , x, , x)

By the assumption of local independence (Lord and Novick, 1968), the

operating characteristic of the response pattern, P , or the

A
- -. _ - ,V



-6- 11-3

conditional probalility, given ability 6 , with which the examinee

obtains the response pattern V , is the simple product of the n

operating characteristics of the graded item scores, such that

(2.8) R- n P (e)
x CV xgg

We can write for the response pattern information function, I (e)V

such that

(2.9) TV - - - log PV(e) " E 1 (6)
xtV gg

The test information function, I(e), is defined as the conditional |i

expectation of the response pattern information function, given e

such that

(2.10) I(e) - Y e(e) PV(

V

It can be shown that the test information function, which is defined

by (2.10), is also the sum of the n item informaticn functions, so

that we can write

n
(2.11) 1(o) . E I (6)

g-1g

The rationale behind the method of estimating the operating

characteristics of discrete item responses without assuming any

mathematical form, using "Old Test" with a known set of item response

operating characteristics, which has a non-constant test information

A



-7- 11-4

I
function, has been described (Sameji•a, RR-80-2). In this method,

the square root of the test information function has an important

role. This fact, together with the findings about a certain

Jconstancy of the square root of the item information each test item

can provide for the entire range of ability, regardless of its

difficulty and discrimination power (Samejima, RR-79-1), suggests

that it will be more fruitful to observe the square root of an

information function, rather than the information function itself,

in future studies.

Figure 2-1 presents the square root of the test information

function of Subtest 3 by a solid curve, in comparison with that of

Subtest 1, of which Subtest 3 is a subset, which is drawn by a

dashed curve. In the same figure, also presented is a horizontal

.iine with the height of 4.65 , which indicates the square root

of the v.est information function of the original Old Test, whose

test information function is approximately 21.63 for the range

of ability e indicat.d in the figure.

We can see in this figure that the amounts of information

these three tests provide us with are Pproximately the same aroune

6 - 0.0 . While the original Old Test retains a constant amount of

information for the interval of ability of our interest, those

of Subtests 1 and 3 decline au the level of ability diverts from

this area in either the negative or positive direction, w.,th the degree

of reduction substantially higher for Subtest 3. It is recalled

4 -,

S • . .... ..... ..... .. .. . .. . • . .......• • .. . • ...... . • .. . ...; ,• - • • .• .• ... .• • . .. I T
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FIGURE 2-11/
Square Root of the Test Information Function, [I(e)]1/
(Solid Curve) of Subtest 3 and the Polynomial of Degree7
(Dotted Curve), Which Was Fitted by the Method of Moments
with [-4.0, 4.01 as the Interval of 0 ,Together withthe Horizontal Line (- 4.65) Which Indicates the Square
Root of the Test Information Function of the Original Old
Test. Square Root of the Test Information of Subtest 1

Is Also Drawn by a Dashed Curve.

l Ii
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(Samejima, RR-80-4) that none of the five hundred maximum likelihood

estimates of ability e , which were obtained upon Subtest 1 for

the five hundred hypothetical examinees by the Monte Carlo method,

J assumes negative or positive infinity. This is due to the fact

that at both e - -2.5 and e - 2.5 , which are the two endpoints

of the interval for the uniform distribution, the square root of

the test information function of Subtest 1 is ai.most as high as

4.00 . In contrast to this, the square root of the test information

function of Subtest 3 at 0 - -2.5 is as low as 2.20 , and the one

at 0 - 2.5 is as low as 2.45 . For this reason, it is more likely

that, upon Subtest 3, examinees whose ability levels are close to

the lower endpoint of the inter'ral, (-2.5, 2.5) , obtainL V-min,

or the response pattern which consists of n zeros, and those

whose ability levels are close to the higher endpoint of the interval

get V-max , or the response pattern which has the n highest item

scores, m (g19,2,...,n) . In practice, we observe fourteeng
out of the five hundred examinees whose response patterns are

V-min , and twelve whose response patterns are V-max . Table

2-2 presents the identification number and the ability level of

each of these twenty-six hypothetical examinees. As we can see in

this table, all hypothetical examinees, except for one, who obtained

negative infinity for their maximum likelihood estimates of ability,

eV ,are located lower than -2.000 in their ability levels, and

also those who obtained positive infinity as their maximum likelihood

r4



TABLE 2-2

Identification Number and Ability Level of Each of
the Fourteen Hypothetical Examinees Who Obtained
V-min, and of the Twelve Who Obtained V-max.

ID e ID 8

1 -2.475 491 2.025

101 -2.475 193 2.125

201 -2.475 493 2.125

401 -2.475 294 2.175 '
2 -2.425 296 2.275

102 -2.425 397 2.325

202 -2.425 98 2.375

302 -2.425 198 2.37530 235 9 .2
30 -2.375 199 2.425
40 -2.325 299 2.425

109 -2.075 300 2.475
21.0 -2.025

118 -1.625
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* 4

L estimates have ability levels higher than 2.000 The only exception

in the former group of examinees is the hypothetical examinee No. 118,

whose ability level is -1.625 , i.e., substantially higher than

-2.000 , and yet whose response pattern is V-min . Eight out of

the fourteen examinees of the former group have either -2.425 or

-2.475 for their maximum likelihood estimates, and seven out of

twelve of the latter group are located at 8 - 2.375 or higher

ability levels.

It has been found out (Samejima and Livingston, RR-79-2) that

the method of moments fir fitting a polynomial of a specified degreet

to any given function provides us with one which is also the least

squares solution in approximating the function by a polynomial of the

same degree. The coefficients of such a polynomial of the given

degree, m , are determined solely by the first (m+l) moments, i.e.,

the 0-th through m-th moments, about the midpoint of the selected

interval of the independent variable for which the moments were

computed, and the width of that interval itself. It has also been

observed that the goodness of fit of the polynomial to the given

function depends, heavily, upon the selected interval, as well as

the degree of the polynomial, m

The interval of 8 chosen for approximating the square root

of the test information function of Subtest 3 is (-4.0, 4.0) , and

the degree of the polynomial is seven. Table 2-3 presents the

7 k
coefficients of the resultant polynomial of degree 7, or E a 6S~k=O ak'

t
,
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TAILE 2-3

Coefficients of the Polynomial of Degree 7
Obtained by the Method of Moment% Using
the Interval of 0 . (-4.0. 4.0) , to
Approximate the Square Root of the Test

Information Function of Subtest 3.

0 0.46408884D+o1

1 0.60789659D-01

2 -0.41482735D.00

3 0.1468t43D-o1

4 0.51686862D-02

3 -0.36903316D-02

6 0.21313602D-03

7 0.15726020D-03

TAKE 2-4

Coefficients of the Polynomial of Degree 8 to
Transform 0 to T for Subtest 3.

0 0.000000•040
1 0.13259652D401

2 0.868424200-02

3 -0.39506409D-01

4 0.10489276D-02

3 0.29536370D-03

6 -0.175729180-03

7 0.86989735D-05

a 0.56164139D-05

LV
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and the polynomial itself is drawn by a dotted curve in Figure 2-1.

We can see that our choice of the degree of the polynomial and that

of the interval of 8 have resulted in an extremely good approximation

to the square root of the test information function of Subtest 3.

It has been shown (Samejima, RR-80-2) that, for any given

J test, the transformation of latent trait e to another latent trait,

T , which provides us with a constant test information 'unction,

I*(T) - C2, for the interval of T of our interest, can be obtained

from the poiyr omLal approximating tne square root of the test

information function of the test. Thus we can write

m+l

(2.12) E •a 0 k

k-O k

where

ud for k-0

(Ck)- l for k - 1,2,...,m,m+lak_1

where d is an arbitrarily set constavit and C2 is the desired

constant amount of test information of the given test for the

transformed latent trait, T . For our purpose, we have used d - 0

and C - 3.5 for Subtest 3. Table 2-4 presents the coefficients of

the resultant polynomial of degree 8 for transforming ability 8 to

T , which makes the square root of the test information functiou,

[I*(¶)]l/2 , of Subtest 3 approximately equal to 3.5 , for the

k '

.•l~...lL.•. . .. a ...
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interval of 1 , (-3.16466, 3.27619) . Figure 2-2 presents the

true values of the square root of the test information function of I
Subtest 3 by a dotted curve, which is obtained by

(2.14) [I*(T) ]1/2 i((e) 1]/2 de

1/2 k k-i[1 0(e)] / C[ k a k e -I

together with the horizontal line indicating C - 3.5 . We can see

in this figure that the approximation is extremely good, as is

expected from Figure 2-1

It has been observed (Samejima, RR-79-3) that, using equivalent, i

binary items following the Constant Information Model (Samejima,

RR-79-1), the speed of convergence of the conditional distribution

of the maximum likelihood estimate, given ability, to the normality

is not constant, but is substantially different depending upon the

fixed ability level, even if the amount of test iniormation is

constant across the ability levels. We should expect, therefore,

that, in the present situation, Lhe goodness of fit of the normality,

with T and C (- 0.285714) as the two parameters, to the

conditional distribution of the maximum likelihood estimate, given

the transformed ability T , also depends upon the fixed value of

S. This fact is confirmed from the fact that, outside of the

interval of T , (-2.30473, 2.38816) , which corresponds to the

interval of 8 , (-2.0, 2.0) , we have observed thirteen hypothetical
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LATENT TRAIT T

FIGURE 2-2

Square Root of Test information Function of Subtest 3
Resultant from the Polynomial Transformation of 0 to

T (Dotted Line), and the Target Constant Amount of
3.5 (Solid Line).

I
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examinees whose response patterns are V-min , or the set of n

zeros, and twelve examinees wml b.ive V-max, or the set of n m ,sg

for their response patterns. Obviously, the convergence to the

normality based upon Subtest 3 is slow for t.hese deviated ability

levels. For this reason, it is necessary that we use some other

estiimte of T than the maximum likelihood estimate TV for each

of the two extreme response patterns, V-mmn and V-max , so that

the resultant conditional distribution of the estimate, given T

be approximately normal with T and C-1 as the two parameters.

One solution for this problem is to use the second modified maximum

likelihood estimate, T* , which was introduced in a previous study

(Samejima, RR-81-1). This estimate is defined by

V* for V - V-mmnV-rain

(2.15) • for V - V-max

TV otherwise

with T-_ and T-m* having such mathematical forms as

-C ½(T + T) N T NvN LV- .i
V-rnin 2C - VV-min

VOV-max(2.16)

VOV-max

S... .......... .. .. .......• •- ,.• ........ , , • - = • - .. e•, i i
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where T and i are the lower and upper tndpoints of the interval

jof T for which Subtest 3 is considered to be effective, T is the

critical value of r below which the operating characteristic,

P* (T) , of t'.e response pattecn V-max assumes negligibly

small values and above which so does the operating characte,.istic,

" P* (T) , of the response pattern V-min , N and N are the
V-min L H

sample sizes of the lower and the upper ability groups which were

separated by the critical value, Tc , respectively, and NLV and

N Nv are the numbers of examinees who belong to the lower ability

group and have obtained a specific response pattern V , and who

belong to the higher ability group and have obtained V , respectively.

1 This modified maximum likelihood estimate is the sample statistic

version of the first modified maximum likelihood estimate, TV*

(Samejima, RR-80-3, RR-81-1) , and is useful when the number of all

possible response patterns of a given test -.s too large for the

Scomputation o- T* . An important characteristic of the modified

maximum likelihood estimate, T* , and that of , is that, with

a sui'table choice of the interval, (¶,T) , the estimate is,

I appriximately, conditionally unbiased, as asymptotically is the case

with the uaxiouum likelihood estimate. In order to obtain n*
V-mm *

and -* , whiLh are defined by (2.16), we must prepare a large

size -ample from the uniform distribution of T for -he interval,

(r,T) , and then produce, by the Monte Carlo method, a response

pattern for each hypothetical examinee upon the test in question.

!
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With a suitable selection of the interval, (Ti) , we may be

successful in obtaining -* and It^* which approximate the

V-mim V-max

conditional distribution of i* , given T , to the normality with

T and C-1 as the tlo vArameters.

Using the modified maximum likelihood estimat-, , instead

of the maximum likelihood est'.amte, iV , we can proceed to the

estimation of the operating characteristics of the discrete item

responses of a new teat item, using such approaches as Histogram

Ratio Approach, Curve Fitting Approach, Conditional P.D.F. Approach,

which includes Simple Sum Procedure, Weighted Sum Procedure and

Proportioned Sum Procedure, and Bivariate P.D.F. Approach, each of

which is couhined with Two-Parameter Beta Method, Pearson System

Method or Normal Approach Method, and so forth. The outlines of

these procedures are described in a previous study (Smejima, RR-80-2).

kI
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III Selecti',i of the Interval, (T,•) , and the Critical Value T

in nbtain.fnU ic

We can write for the conditional exp,'ctation and variance of

the ,odit3ed inzximum liklihood estiixna -e, '* , given

(3.1) E(*IT) " E , )VV

and

I2
(3.2) Var.(*ITa) - 2(Tll)] P*(T)

where P*(r) is the operating characteristic of the response pattern

V defined with respect to the transformed latent trait T , and A,

satisfies

t(3.3) Po ( 3.) a PV[( 3b)] ,

It is noted from (3.1) and (3.3) that, as T becomes less, the

condicionh! expectation of T* tends to T * From this fact
V V-min

and (3.2), it is further noted that the conditional distribution of

given T , approaches a one-point distribution at T*VV V-min

as T becomes less. Following a similar logic, we note that the

conditional distribution of , giver T , approaches a one-point

distribution at as T grows larger. This fact implies

1 that, if, for the response pattern V-min , we use some substitute

estimate which is higher than the lowest finite value of the maximum

j likehood estimate with respect to a given test, or if, for the response

1

I •}
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pattern V-max , %P use some substitute which is lower than the highest

finite value of t'ie maximum likelihood estimate, the regression of

tlU% estimate on T carnot be a strictly `ncr-.asing fimction of -t

We may conclude, thereforL, that such a substitute estimate is not

desirable, ualess thaze is a good reason for choosing one.

We can easily see that, in such models as the normal ogive

model and the logistic model, etc., the lowest finite value of the

maximum likelihood estimate belongs to one of the n response patterns

of the type, (0,O,...,l,...,0) , and the highest finite value belongs to

one of the n resporie patterns of the type, (ml,m2 , ... ,m9-l,...,m)n

Table 3-1 presents, for Subtest 3, the fifteen response patterns of the

former type, and the two maximum likelihood estimates, e andV~ 'I

the latter of which was obtained by (2.12) with the substitution of

0 for 6 for each of the fifteen response patterns. From this

V

table, we can see that the lowest finite maximum likelihood estiuate,

TV , is -2.6518 , and the highest finite maximum likelihood estimate

is 2.7683 . We can conclude, therefore, that it is desirable to

choose an interval, (_•,T) . ý-hich provides us with ;V*-min and

-x 'the former of which is less than -2.6518 and the latter

of which is greater than 2.7683

There is another, somewhat opposing factor that we must take

into consideration, however. Although we may like to conclude that a

given test is effective for a wide range of ability, for the present

purpose of using Subtest 3 as the Old Test for estimating the operating
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characteristics of the discrete item responses of unknown test items,

the approximate conditional unbiasedness of the estimate is not

sufficient. What we need, in addition, is the approximate normality

of the conditional distribution of the estimate, given ability, with

C-1  as the seconu parameter. Considering the fact that the

conditional variance of T* , given T , tends to zero as T becomes

less, and also as T grows greater, the choice of too wide an interval

must be avoided, even if the approximate unbiasedness of the

conditional distribution of T* still holds for that interval.

Figure 3-1 presents the two operating characteristics,

Pi(T) and P* (Tr) , by solid and dotted curves, respectively. |

As we can see in this figure, outside of the interval of T ,

(-3.0, 3.0) , either one of these two operating characteristics

becomes greater than 0.8 , the fact which indicates how s eedy the

convergence of the conditional distribution of ¶* , given T , to
V

each one-point distribution is. From this figure, we must say that,

even outside of a smaller interval, (-2.8, 2.8) , either one of the

two conditional probabilities for the response patterns, V-min and

V-max , is too large.

We have observed in a previous study (Samejima, RR-81-1) eight

different cases of the set of the estimates, T* and T*V-min V-max

upon Subtest 3, which were obtained by using eight different

intervals for (T,r) . The critical value, T, which we used in

obtaining these estimates, is -0.5455 , and the valuen of P* (T)

V-m,.
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above this point of T are less than 0.00000001, and those of

P* (T) below it are less than the same value, which satisfy

V-max

the requirement (Samejima, RR-80-3) that these values be negligibly

small. This value of T is more or less arbitrary, i.e., only

one of the infinitely many values of T which satisfy the above

requirement, however. As another, probably more meaningful, value

of T , here we take the value of T at which the product of thec c

two operating characteristic, P* (T) and P*- (0) , becomesV-min V-max

maximal. This value of T is also the polynomial function ofc

e , whose coefficients are given by Table 2-4, with 9 - 8C C

being the value of the original ability 0 at which the product

of the two operating characteristics, P (e) and P (6)va(
V-mmn V-max

assumes the maximal value. It turned out that e = 0.0907 andc

T - 0.1203 . The positions of these two values of T arec c

indicated by two arrows in Figure 3-1. The values of P*_ (T)

for all points of T above the critical value, 0.1203 , are,

again, less than 0.00000001 , and so are those of Pm (T) for
V-max

T < 0.1203 . In fact, this is true with any value of T in the

interval, (-0.91, 1.05) , in which both -0.5455 and 0.1203 are

included.

Table 3-2 presents the resultant estimates, T-i and

obtained by using each of the eight intervals, together
V-max

with the sample sizes, NL , NH and N (- NL + N ) , and the

two frequencies, N and N . For comparison, Table 3-3
V-min V-max
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presents the corresponding results (Samejima, RR-81-1) obtained by

using Tc a -0.5455 and each of the same eight intervals of T

As we can see in these two tables, the two frequencies, -

and V-max , are too small in the first three cases and the results

should not be taken seriously.

Comparison of the two sets of results for each of the

remaining five cases, which are shown in Tables 3-2 and 3-3, indicates

that, for each interval of T , the resultant set of -m* and
V-min

* z a are very close to each other. There is a slight tendency
V--max

that these values, which were obtained by using Tr - 0.1203 , are

greater in absolute values than those obtiined by using T -0.5455C Ii
but the differences are not so great, i.e., approximately between

0.022 and 0.210 . There is a tendency that these discrepancies
t4

become less as the interval, (T,¶) , becomes larger, or the

frequencies, NV-j and NV-max become greater. In fact, for

the interval, (-3.0, 3.0) , the discrepancy between the two

-* 's is as small as -0.0218 , and the one for theV-min

's is 0.0259 . The sample mean and variance of T* for

each of the five cases and the sample correlation coefficient of

T* and T are given in Table 3-4, for the two situations in
V

which T 0.1203 and T - -0.5455 , respectively. In the same
c c

table, also presented in brackets are the theoretical mean and

variance of an estimator which is conditionally unbiased, given

T , and whose conditional distribution is N(T,C-) , where

.Am=
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C l 3.5 , Let X denote such an estimator. We can write

(3.4) E(X) - E(T)

and

(3.5) Var.(X) - Var.(r) + C-2

The correlation coefficient between X and T is given by

-2.11/(3.6) Corr.(T,X) - ri-C -{Var.(X)}-lI/2

This value is also presented in brackets in Table 3-4, for each of

the five intervals of T . I

We can see in this table that the results obtained by using

T - 0.1203 are very close to those obtained by using T - -0.5455
c c

We notice, however, that all these values in the former situation

are closer to the expected population parameters obtained with X

although the differences are small.

Table 3-5 presents the sample linear regression coefficients

of * on T , which is given by aT + B , for each of the five

cases and in each of the two situations. As is expected, the two

sets of results are very similar. There is a slight tendency,

however, that the values of a are closer to unity, and those of

B are closer to zero, in the former situation where T - 0.1203

When we take all the observations we made in the preceding

paragraphs, perhaps the best choice of the interval, (¶,¶) , and

ii
tV

- - - - ..- .-- ~ ,



-30-

TABLE 3-5

Two Coefficients of the Sample Linear Regression of
* , Whicl. Was Obtained upon Subtest 3, on T , for

Each of the Five Intervals of T in Each of the Two
Situations, Where T - 0.1203 and T - -0.5455

C c
Respectively.

T 0.1203 = -0.5455

Case c
SB a

4 0.99849 0.00096 0.99588 0.00111

5 0.99868 0.00038 0.99605 0.00057

6 0.99797 -0.00026 0.99542 -0.00022

7 0.99892 0.00032 0.99673 0.00053

8 0.99795 0.00016 0.99599 0.00027

iJ___________
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the critical value, T , from our available data will be

(-3.0, 3.0) and 0.1203 . This is the only interval which

provides us with ý-_ which is less than the least finite

maximum likelihood estimate, -2.6518 , of Subtest 3, and with

which is greater than the greatest finite maximum
V-max

likelihood estimate, 2.7683 , in each of the two situations where

T - 0.1203 and Tc = -0.5455 , respectively. For the purpose ofcc

illustration, the sample regression of * on T , which is based

upon the interval, (-2.430, 2.586) , and T - -0.5455 , is shown

for t,.e interval of T , (-3.0, 3.0) , in Appendix as Figure A-1.

Although this is a sample regression based upon one thousand

equally spaced points of T with five observations at each point

(Samejima, Rl\-81-1), a similar S-shape is also expected in the

population regression. Although this example is a little extreme,

a similar tendency will be seen if we use one of the results which

are based upon the four intervals other than (-3.0, 3.0).

The error score, e5 , which is defined by

(3.7) es = [T*- T1 [I*(T )1-l/2
V s

where s denotes an individual hypothetical examinee and V and

T are his response pattern and ability level, respectively, was
&S

computed for each of the 5,000 hypothetical examinees using
min -2.8432 and max 2.8855 , which were obtained by

using T - 0.1203 . Since [I*(T)I/2 & 3.5 for Subtest 3, this

1
ii1
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constant Value Was used in (3,7) for the above computation. For

comparison, the error score is also computed for the 4,180

hypothetical examinees, using ~mi -1.8162 and i~ -2.2439
V minV-max

which were obtained by using the same value of T r

Figures 3-2 and 3-3 present the frequency distributions of

these two sets of error scores, e s , respectively, which were

constructed with the category width of 0.2 , together with the

standard normal density function. The chi-.square test for the

goodness of fit of each of these two frequency distributions against

the standard normal distribution was performed by categorizing all

the subintervals below e - -2.8 into one class and all above ~

e - 2.8 into another. As the results, we obtained X0.44.281

and X0 25.573 with 29 degrees of freedom each, which provide

us with 0.025 1 p < 0.050 and 0.50 "1 p " 0.70 , respectively.

From all aspects, it may be feasible to adopt -2.843 and

2.885 as T*_ and i*respectively. The corresponding
V-min V-max

values of e to these two values Of T are -2.F38 and 2.641.

Note, however, that these two values of 0 are not the same as

and ~
V-min V-max
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I
IV Estimation of the Item Characteristic Functions of Ten Binary

Test Items Using Subtest 3 As the Old Test

We shall proceed to use Subtest 3 as the Old Tcý't in the

process of estimating the operating characteristics of the discrete

I responses of unknown test items. Our simulated data are based uponr

five hundred hypothetical examinees whose ability levels on the

I original latent trait 8 are distributed over one hundred equally

spaced positions in the interval of 0 , (-2.5, 2.5) , with five

examinees placed at each position, as we have used them repeatedly

1 in our previous studies (Samejima, 1977, RR-77-1, RR-78-1, RR-78-2,

RR-78--3, RR-78-4, RR-78-5, RR-78-6, RR-80-2, RR-80-4). They are

considered as a sample representing the uniform distribution of 8

for the interval, (-2.5, 2.5) . This uniform density function is

I drawn by a dotted line in Figure 4-' When 0 is transformed to

T by (2.13) with the coefficients shown in Table 2-4, the ability

distribution is no longer uniform, but its density function is of

a U-shape, which Is drawn by a solid line in Figure 4-1.

The difference of the present procedure of using Subtest 3

I from the one in which we used either Subtest 1 or Subtest 2 (Samejima,

SRR-80-4) is that the modified maximum likelihood estimate, i I

is used in place of the maximum likelihood estimate, V" In so

doing, we define - and T* such that

(4.1) -. 4
-r* - 2.885

following the result obtained by using the interval of x

II
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(-3.0, 3.0) , which we observed in the preceding chapter. The

resultant i 's for the five hundred hypothetical examinees

are plotted against T for the five hundred hypothetical examinees

in Figure 4-2. The sample linear regression of * on T turnedIV
out to be 1.01213T - 0.00439 , which is close to the straight

line with forty-five degrees from the abscissa passing the origin,

(0,0) , and is shown in the same figure. The sample mean and

the standard deviation of the five hundred i* 's are 0.01698
V

and 1.75384 , respectively, and the sample product-moment

correlation coefficient between i and i* is 0.987
V

The bivariate density function, ý*(T*,T) ,of T and

is given by

(4.2) I*({,t) , ) f*(T)

where t*(,*L>) is the conditional density function of , given

S, and f*(T) is the marginal density function of T . We can

write for the marginal density function, g*(i) , of ý ,

(4.3) g*i) *(ý*,T) dT .

Figure 4-3 presents this theoretical density function by a
thick, solid line, which was obtained by assuming that i* is

V

unbiased, and its conditional distribution, given T , is normal

with C as the second parameter. Note, however, that, in reality,

this assumption is only approximately satisfied. In the same figure,
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also presented is a histogram which represents the relative frequency

distribution of the five hundred ý* 's , using the interval width
V

of 0.25

It is noted in this figure that both the lower and upper ends

of the histogram are rather abrupt, with no tails. For comparison,

the corresponding histogram and marginal density function, which

are based upon Subtest 1, of which Subtest 3 is a subset, is shown

as Figure 4-4. We can see that, for Subtest 1, the histogram has

tails in both the negative and positive directions. The reason

for this difference is that, for Subtest 3, there are certain

numbers of examinees whose maximum likelihood estimates are negative

and positive infinities, respectively, and they were uniformly

replaced by two finite numbers. The error score, e 8 , which is defined

by (3.7), was computed for each of the five hundred hypothetical

examinees, and is presented in Figure 4-5 in the form of a histogram

with 0.20 as the category width, together with the standard normal

density function, which is drawn by a dotted line. The chi-square

test for the goodness of fit was performed, and we obtained

xo - 28.68328 , with 29 degxees of freedom, which provides us

with, approximately, p - 0.50

The set of unknown test items consists of ten binary items,

each of which follows the normal ogive model, whose item

characteristic function is given by (2.2) with m 1 and for

x 1 . Table 4-1 presents the item discrimination parameter,
9

ah and the item difficulty parameter, b h of each of the ten

new binary items, h (-1,2,...,10)
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TALI-
ItmDsrmntoUaaeea
an ItmDfiutyP rmtr3Ih

ofe Diacriofinati~nPary etems.
8

Item h a hbh

V I1 1.5 -2.5

2 1.0 -2.0

13 2.5 -1.5
4 1.0 -1.0

5 1.5 -0.5

6 1.0 0.0

17 2.0 0.5

8 1.0 1.0

9 2.0 1.5

110 1.0 2.0
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We can write for the conditional density function of T

given i* , which is denoted by 0*(TIif) such that

(4.4) 0*(Tli*) - 4*(UT) [g*(i)]-i

In the Simple Sum Procedure of the Conditional P.D.F. Approach,

this conditional density takes an essential role in estimating the

operating characteristics of the discrete item responses of unknown

test items. Let i* be a simplified version of f* , i.e., the
S Vsmodified maximum likelihood estimate of the ability T of the exami.nee

* (=,...,N). We can write for the criterion operating characteristic,

RXh (0) , of the discrete item response xh of the unknown item h

N
(4.5) R (6) - R* [T(6)] - E 0*(TIý) [ ,xh x h sexh V -1

SCh

where s xh indicates an examinee s whose response to item h is

xh . In practice, since the marginal density function f*(8) is

not observable, R x(8) is not observable, either. With empirical

data, we need to estimate the conditional density function, 0*(Tji) I

and this is done by using the method of moments (Elderton and Johnson,

1969) effectively. With our simulated data, however, (4.5) can be

computed directly, and used as a criterion for evaluating the specific

method adopted in our study. The name, criterion operating

characteristic came from this fact, and its availability is one of

the reasons why the Monte rarlo study is valuable.

Figure 4-6 presents the criterion operating characteristic

• " - . ... .. . . I..
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for the correct answer, or xh =1 , or the criterion item

characteristic function, of each of the ten unknown, binary test

items, by a dotted line. In the same figure, also presented are

two other criterion item characteristic functions, which were
[

obtained upon the original Old Test and Subtest 1, by longer and

shorter dashed lines, respectively, together with the theoretical

item characteristic function, which is drawn by a solid line, for

each binary test item. As we have observed in a previous study

(Samejima, RR-80-4), for each item, the two criterion item

characteristic functions based upon the Old Test and Subtest I are

practically the same, the fact that we can confirm in Figure 4-6. We

notice, further, that the criterion item characteristic function,

which is based upon Subtest 3 , is very close to those two other

criterion item characteristic functions, and, more importantly, it

is close to the theoretical item characteristic function, for each

and every binary test item. Slight discrepancies are observed,

however, for farther values of a , i.e., discrepancies for items

1, 3 and 4 for the range of 6 less than -2.0 , and those for

items 8, 9 and 10 for the range of e greater than 2.0 . This

is anticipated from the fact that the amount of te~t information is

substantially less for Subtest 3 in comparison with both Subtest 1

and the original Old Test, for these ranges of 0 , as we can see in

Figure 2-1, although they are less important ranges of ability for

the present purpose.

With any empirical data, we must use an estimate of the

.~ . . .... ...
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conditional density function, **(tli*) To obtain the estimate,

the conditional moments of r , given •* , take important roles.

We can write for the first and second conditional moments of T

about the origin, given i* . such thats

S

(4.6) E-r d C log g*(i*)

and

-2 d(4.7) E(T21j*) - i* + 2'i* C- log g*d*)
5 s s dT*- ls

+ r d2  log g*(.*) + ( d-. log g*(j*))2] + C-2
s s

It is obvious from (4.6) and (4.7) that we shall be able to obtain the

estimates of these two conditional moments, provided that we can

estimate the marginal density function, g*(Q*) . This can be done

by using the method of moments for fitting a polynomial, which

provides us with the least squares solution (Samejima and Livingston,

RR-79-2).

Table 4-2 presents the first through tenth sample moments

of i* about the origin, which were obtained for our five hundred
S

observations of i* . In the same table, also presented are the
s

corresponding ten sample moments about the midpoint of the interval

of •* , which turned out to be 0.021 . This second set of moments

is actually used for obtaining polynomials following the method of

moments, the detailed procedure of which is described in a previous

study (Samejima, RR-77-1).

Table 4-3 presents the five sets of coefficients w of the
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TABLE 4-2

First Through Tenth Sample Moments of * about the
s

Origin Obtained for the Five Hundred Observations,
and the Corresponding Sample Moments about the

Midpoint.

Moments About Moments About
Origin Midpoint

1 0.16976800D-01 -0.40232000D-02

2 0.30762381D+01 0.30759661D+01

3 0.32136059D+00 0.127570781D+00

4 0.16132112D+02 0.16113257D+02

5 0.30793468D+01 0.13866074D+01

6 0.99326410D3+02 0.99045076D+02

7 0.26932955D+02 0.12355264D+02

8 0.66322009D+03 0.659920466D+03

9 0.22694745D+03 0.10194924D+03

10 0.46520459D+04 0.46175227D+04

o .
IT
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TABLE 4-3

Coefficients, w , of the Polynomials of
j

Degrees 3 Through 7, Which Approximate
the Density Function, g*(i*), and Were

Obtained by the Method of Moments.

Coefficient w&,

D
0 0.14752089D+00
1 G -0.10711228D-01
2 0.98492052D-02
3 0.20396181D-02

0 D 0.15724612D+00
I G -0.10213053D-01
2 R -0.20091300D-02
3 0.18978863D-02
4 4 0.16872831D-02

0 D 0.15707407D+00
1 -0.20242784D-02
2 R -0.17154481D-02
3 -0.27622271D-02
4 5 0.16335685D-02
5 0.51156775D-03

0 0.13966552D+00
1 D -0.38977430D-02
2 G 0.42862067D-01
3 R -0.13915383D-02
4 -0.14677720D-01
5 6 0.32771426D-03
6 0.14591547D-02

0 0.13999730D+O0
1 D -0.19681749D-01
2 0.41769825D-01
3 R 0.15931960D-01
4 -0.14189397D-01
5 -0.43208192D-02
6 0.14075468D-02
7 0.35107420D-03

V
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polynomials of degrees 3 through 7 , such that

(4.8) g*(j*) - j p -3,4,5,6,7

j=o

which were obtained by using up to the p-tb sample moments about

the midpoint. These five polynomials are shown in the five separate

graphs of Figure 4-7, together with the frequency distribution of

the five hundred i* 's . These estimated density functions, *)
s

were obtained for the interval of i*[-2.843, 2.885] . When we

compare these five curves with the theoretical density function of

ý*,which was obtained assuming the exact unbiasedness of the

estimate and the perfect normality for the conditional distribution

of the estimate, given T , with C 1(A~ 0.28571) as the second

parameter, and is shown in Figure 4-3 , we notice the similarity

between them. We also note a difference, however, for the two

extreme ranges Of T , at which these five polynomials go up instead

of coming down, as we can see in the theoretical curve. This

tendency becomes more conspicuous a~s the degree of a polynomial

grows larger.

These results are expected from the fact that the conditional

distribution of the modified maximum likelihood estimate, *

given -t , is truncated for the values of T in these two extreme

ranges, as is indicated in Figure 4-2 , and the violation from

the unbia3ed normality for the conditional distribution is

substantial for these ranges of T How these discrepancies ofI
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the estimated density functions, g*(r*) , will affect the

accuracy of estimation of the item characteristic functions of

the ten unknown, binary test items is yet to be seen.

As we have done in a previous study for Subtests 1 and 2

(Samejima, RR-80-4), we shall use the polynomials of degrees 3 and

4 , separately, for the estimated density function, {*(+*) ,
S

and, hereafter, we shall call the former case as Degree 3 Case,

and the latter Degree 4 Case. The estimate, $*CrIQ*) , for the

conditional density function of x , given * is given by

(4.9) **(rIi*) [2n]-1/2 exp[-(T-i) 2 /(2o 2 )]

where v is the estimate of the first conditional moment,
5

and a2 is the estimate of the second conditional moment, E(T21*)

subtracted by the square of the first estimate, which were obtained

by replacing g*(i*) in (4.6) and (4.7) by g*(*) These estimated

conditional mean and variance for each of the five hundred ¾* Iss

are presented in Appendix as Tables A-1 and A-2, for Degree 3 and

4 Cases, respectively. From the estimated conditional density

functions, which are given by (4.9), we obtain the estimated

operating characteristic, Pxh (0), of the discrete item response

xh of an unknown test item h by

N

[-1AXg 8cx1  s=1

Figures 4-8 and 4-9 present the resultant estimated operating

characteristic for 1. , or the estimated item characteristic

: ... • .,• ..... ................... .... •_ • .• • .• .•• ... •.• • • • . ... ::• :• _ ... •,: , ! 'BE
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function, by a dotted line, for each of the ten, unknown binary test

items, together with the result obLained upon the original Old

Test, the theoretical item characteristic function, and the

frequency ratios of the correct answer for the subintervals of

6 with the width 0.25 , which are drawn by a dashed line and

smooth and jagged solid lines, respectively, for Degree 3 and 4

Cases. Comparison of these two figures indicates that these two

sets of results, i.e., those of Degree 3 and 4 Cases, are practically

identical, the fact that we observed in all the previous studies

(Samejima, RR-78-1, RR-78-2, RR-78-4, RR-78-5). It is also observed

that these two curves for each item are very close to the theoretical

item characteristic function, at least, for the interval of 8 ,

(-2.0, 2.0) . This means that the present method turned out to

be successful, in spite of the fact that the amount of test

information is considerably small, especially for the extreme ranges

of ability e . We also notice that these estimated item

characteristic functions are very close to the corresponding

results obtained upon the original Old Test. To be more precise,

they are practically identical for items 3, 5, 7, 8 and 10 , while

there are some visible discrepancies for items 1, 2, 4, 6 and 9 .

It is important to note that, in general, these estimated item

characteristic functions, which are based upon Subtest 3, are no

farther apart from the theoretical item characteristic functions

than those based upon the original Old Test, at least, for the

interval of 0 , (-2.0, 2.0) . This implies a remarkable

accomplishment of the present method, considering the fact that
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I Subtest 3 contains only fifteen test items, while the original

Old Test has thirty-five items, and Subtests 1 and 2 have

twenty-five test items each.

We notice, in Figures 4-8 and 4-9, tha, there are some

items whose estimated item characteristic functions have lower

Sasymptotes greater than zero, and also some whose estimated item

characteristic functions have upper asymptotes less than unity.

Although the ranges of e for which these phenomena are observed

are outside of the meaningful interval, (-2.5, 2.5) , it may be

worth investigating them. The items which belong to the first

group are items 1, 2, 3 and 4, and those which belong to the second

group are items 6, 8, 9 and 10

Table 4-4 presents the response pattern of the ten unknown,

binary test items obtained by each of the fourteen hypothetical

examinees whose response patterns of the fifteen test items of

Subtest 3 are uniformly V-mmn , or the set of all zeros. We can

see in this table that for items 1, 2, 3 and 4 not all the responses

by the fourteen examinees are zero, i.e., eight, four, one and two

examinees out of the fourteen answered these four items correctly.

We note from (4.10) that the ratios of these numbers to fourteen

must be the lower asymptotes for these four items, since they are

the group of examinees whose modified maximum likelihood estimates
are T(- -2.843) , i.e., the lowest. These ratios are

V-min

0.571 , 0.286 , 0.071 and 0.143 for items 1, 2, 3 and 4

respectively, and both Figures 4-8 and 4-9 indicate that, indeed,

II



-88-

TABLE 4-4

Identification Number and the Response Pattern

of the Ten Unknown, Binary Items Obtained by

Each of the Fourteen Hypothetical Examinees

Whose Response Patterns of Subtest 3 are
V-mn.

Response
ID Pattern

1 0001000000

101 0100000000

201 0100000000

401 1000000000

2 0100000000

102 0000000•0

202 0000000000

302 1000000000

303 1000000000

4 1100000000

108 1000000000

109 1001000000

210 1000000000
118 1 010000000

-I.
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they are the lower asymptotes for these four estimated item

characteristic functions in both Degree 3 and 4 Cases. Similarly,

Table 4-5 presents the response pattern of the ten unknown binary

test items obtained by each of the twelve hypothetical examinees

whose response patterns of the fifteen test items of Subtest 3

I are uniformly V-max , or the set of all 2's . This table shows

that for items 6, 8, 9 and 10 some responses are zero, i.e., one

out of the twelve examinees answered items 6, 8 and 9 incorrectly

and five out of the twelve did the same to item 10 . The ratios

of those who answered items 6, 8, 9 and 10 correctly to the total

number, twelve, are 0.583 , 0.916 , 0.916 and 0.916 , respectively,

and they are the upper asymptotes of the estimated item

characteristic functions of the four binary test items in both

Degree 3 and 4 Cases.

A close examination of Tables 4-4 and 4-5 reveals that many

of the "unusual" responses come from the examinees whose true

ability levels are not very low, or not very high. To be more

specific, nine out of the fifteen l's in Table 4-4 belong to

the six hypothetical examinees whose true ability levels are

-2.375 or higher, and seven out of the eight O's in Table 4-5

belong to the four hypothetical examinees whose true ability levels

are 2.375 or lower. This fact indicates that the small amounts of

test information provided by Subtest 3 for these ranges of ability

8 are responsible ior these asymptotes, since they are the causes

of misclassifying those examinees to V-min and V-max andI
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TABLE 4-5

Identification Number and the Response Pattern
of the Ten Unknown, Binary Items Obtained by

Each of the Twelve Hypothetical Examinees
Whose Response Patterns of Subtest 3 are

V-max.

ID ResponseID Pattern

491 1111111000

193 1111111110

493 1111111110
294 1111111111

296 1111111111

397 1111111111

98 1111111111

198 1111101110

199 1111111111

299 1111111110

499 1111111111

300 1111111111

wk
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giving them the lowest and the highest estimates, i.e., V-min

and i*V-Max respectively.

I[
I

Ii

I

I'
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V Discussion and Conclusions

The main difference between the present study and the previous

one (Samejima, RR-80-4) in which Subtests I and 2 were used,

separately, as the Old Test lies in the fact that the amount of

test information provided by Subtest 3 is so small at both the lower

and higher extreme ranges of ability e , that the maximum likelihood

estimates of some of the hypothetical examinees are either negative

or positive infinity, and we used the modified maximum likelihood

estimate instead, while the same is not the case with either

Subtest I or Subtest 2. In spite of this handicap, the results

of the present study turned out to be quite successful.

There is an implicit warning in our results, however. As

was observed in the preceding chapter, these small amounts of test

information provided by Subtest 3 for extreme values of ability

have caused undesirable asymptotes for some estimated item

characteristic functions. Although it is relatively insignificant

in the present result, encouragement in adopting a test with small

amounts of information as the Old Test will lead to greater

deviations of the estimated operating characteristics from the

theoretical ones.

Even if the modified maximum likelihood estimate, il , 'I
has an approximately linear regression on T , the deviation of

its conditional distribution, given t , from the normality with

C as its second parameter is substantial, as we have observed

in Chapter 3. We should not be overjoyed, therefore, by the success

SI
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j in the present study, and become insensitive to the shape of the

square root of the test information function of a test, which

Iwe consider for the Old Test.

1 Throughout the two studies, in which we used three tests

with non-constant test information functions, separately, as the

f Old Test, the introduction of the transformed latent trait T proved

to be successful. The logical step we should take next will be

the iovestigation concerning the reduction of the number of test

items in our Old Test, which may or may not have a constant amount

of test information for the range of ability of our interest.

This will be done in the near futture, with the warning pointed

out in the preceding paragraph in mind.

IA

11
lI
-;

'I
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